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The lack of diversity in AI

Are algorithms neutral?

Percentage of women in the AI sector

26%
of people working in AI
and data science
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of tenure-track faculty 
specialized in AI  
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In general, the logic and 
mathematical foundations 
on which artificial intelligence 
(AI) and algorithms are based 
are independent of social 
dimensions. However, the 
practical application of AI can 
be influenced by a flawed 
experimental design, including 
the use of biased or inaccurate 
inputs or data. In such cases, the 
results obtained do not reflect 

the complexity and diversity 
of current society. In these 
cases, erroneous results can be 
generated which discriminate 
against a part of the population 
for reasons of gender, race, 
sexual orientation, or functional 
diversity, among others. 

The growing interest in the 
use of algorithms is the result 
of a demand for a smarter 

decision-making process 
based on scientific evidence. 
Algorithms let us transform 
data into knowledge, but we 
must always process this data 
correctly with the support from 
interdisciplinary teams made 
up not only of programmers, but 
also of experts in mathematics, 
statistics and different areas of 
the social sciences (including 
ethics).

There is still a ‘digital divide’ between men and women. There are many more men than 
women enrolled in some university programs such as computer science, and women are 
underrepresented in the design and production of products and services linked to AI algorithms. 
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Make sure the data used to 
create and train algorithms are 

statistically balanced by sex, 
race, etc.

Ensure that the samples used 
to train machine learning tools 

are diverse (for example, use the 
same number of sample audio 

recordings of women as of 
men).

Collect more AI training 
data linked to vulnerable 

and discriminated groups. Use 
machine learning techniques 

that penalize not only errors in 
the identification of the primary 

variable, but also in the 
production of any type of 

bias.     

Make sure that the people 
who label the sampling data 
come from different fields of 

knowledge.

Include training on ethical 
and gender mainstreaming for 
people working in AI in order to 

promote their orientation to 
human rights.

Encourage the 
formation of an ethics 

committee that monitors 
the use and application of 
algorithms and other tools 

based on AI techniques, and 
ensure that these meet a series 

of requirements free from 
gender bias and any other 

kind of bias.

Have a standard document 
that defines a minimum of 

data to be collected in order to 
guarantee that the different 
stakeholders make informed 

decisions.
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